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This book is addressed to scholars and students of linguistics and computational linguistics as well as others. Constraints are fundamental notions in the characterisation and processing of language. A model of language may consist of a generative and a constraining part, independently of whether the model concentrates on syntax or on the relationship between the meanings and their expression, and some models are entirely based on constraints. Different sorts of constraints appear in studies of languages, in computational linguistics and in a variety of programming paradigms. This book does not claim to provide a unified view of constraints, but aims at creating a mutual inspiration and transfer of results between the different fields and directions covered in this book.

Constraint programming emerged due to a need to solve complex, mathematically formulated problems, including optimisation problems, and – especially in its variants of constraint logic programming – has provided an additional expressibility that is very useful for applications on language. Generative grammar formalisms, typically with a context-free backbone, have simple grammatical rules or complex attributes to capture semantic properties, and constraints can express concordance and formalise flow of information between different subphrases. Completely constraint based systems include Optimality Theory and Property Grammars that are also described in this book.

Language is considered from a general perspective, ranging from human languages such as written, spoken or signed languages, over biological sequence data to streams of sensor signals received by a robot or an ambient intelligent computer application. They are all systems of encoded meanings.
in some syntactic form and present analogous problems of characterising them as well as concretely extracting meanings from expressions.
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The chapters of this book are divided into three parts. Part I provides foundations and overview of fields that are central to Constraints and Language, parts II and III presents a collection of recent results and applications.

Henning Christiansen
Roskilde, July 2014
Part I

_foundations and overview_
1.1 Introduction

The notion of constraints started to occupy a central position in linguistic theories from the introduction of unification in grammars. This evolution has been first done implicitly with so-called logic grammars, closely related with the history of Prolog: see for example Metamorphosis Grammars (Colmerauer, 1975); Definite Clause Grammars (Pereira and Warren, 1980) and Functional Unification Grammars (Kay, 1984). What is important with unification is that it has been a major step towards the introduction of constraints both in programming and in linguistics. Basically, unification can be implemented with an equation system, as it is the case in Prolog II (Colmerauer, 1986). Variables being possibly any kind of objects, unification becomes on the one hand a powerful mechanism to reduce the search space and on the other hand a way to represent high level relations between the objects or their characteristics. The introduction of unification in grammars arrived with the representation of linguistic items’ properties by means of feature structures (see (Carpenter, 1992) for a precise description), enabling the implementation of relations not only between categories, but also between features. It became possible for example to represent directly different mechanisms such as sub-categorisation, agreement or lexical
selection. GPSG (Gazdar et al., 1985) was among the first linguistic theories making an intensive use of feature structures and integrating the above mentioned processes. This theory constituted a major rupture with the dominant generative paradigm precisely for this reason: syntactic relations were not anymore represented only in terms of rules, but also by means of other statements. The first major innovation in GPSG is the separate representation of linear precedence. The second is the possibility to express directly feature co-occurrence restriction. These two mechanisms (among others) act as constraints on the structure introducing this idea that building a syntactic structure is not only a matter of derivation (in other words does not only relies on rules), but also on other kinds of relations between the linguistic objects. The introduction of constraints into linguistic theories became then obvious.

We propose in this chapter to explore the evolution of the notion of constraints in syntactic theories and how the computational and the linguistic perspective progressively get closer. In a first part, we propose an overview of constraint programming, showing how constraints not only introduce a way to control the processing (typically by reducing the search space), but also constitute an alternative way of representing and processing information (renewing the notion of declarativity). In a second part, we will detail the evolution of linguistic theories, from unification to constraints, showing how the notion of satisfaction can become the core of the theory. We will illustrate this evolution with the description of different theories, among which HPSG (Pollard and Sag, 1994), Optimality Theory (Prince and Smolensky, 1993) and Property Grammars (Blache, 2000). In the last section, we will situate this evolution in the model-theoretic perspective, and discuss how constraints can deeply renew our view of linguistic theory.

1.2 CONSTRAINTS AND PROGRAMMING

One way to present the notion of constraint relies on the state of the search space generated by a program. As classically presented (see e.g. (Saraswat and Rinard, 1990)), the state of a system is described by a store, which is the set of variables used in the program and a valuation function assigning each variable a value. A constraint provides partial information on the possible values. It specifies a subset of values in the initial domain, reducing then the state space. The conjunction of two constraints is the intersection of the set of values defined by each constraint. A typical constraint program consists in refining at each step the state of the search space
in a monotonic way: the set of possible values at one step is a subset of the possible values of the same variables at the prior step. A solution in a Constraint Satisfaction Problem (CSP, see (Jaffar and Lassiez, 1986)) is an assignment of values so that all constraints are satisfied simultaneously.

An example over finite domains illustrates this process. Let’s note $I_1$ an integer variable, and $S_1$ a set variable. The following example shows constraints over the two kinds of variables, where:

\[
\begin{align*}
I_1 & \in \{1, 5\} \\
\{4, 6, 8\} & \subseteq S_1
\end{align*}
\]  

(1.1)

Both constraints illustrate how the domain of the different variables can be reduced, implementing the representation of partial information about them. Describing a problem consists in stipulating the different constraints over the variables of interest into a constraint store. No value can be assigned to a variable without satisfying the constraint store. At each step of the process, the constraint store can be enriched with new constraints. Moreover, constraints interact as explained before: a same variable can be constrained with different stipulations, either directly or not. Constraint propagation consists then in evaluating the intersection of the domains specified by the different constraints, as illustrated in the following example:

\[
\begin{align*}
\{4, 6\} & \subseteq S_1 \\
S_2 & \subseteq \{1, 2, 4\} \\
S_3 & \subseteq \{4, 6, 8\} \\
S_2 & \subseteq S_3 \\
S_1 & \subseteq S_3
\end{align*} \rightarrow \begin{align*}
\{4, 6\} & \subseteq S_1 \subseteq \{4, 6, 8\} \\
S_2 & \subseteq \{4\} \\
S_3 & \subseteq \{4, 6, 8\}
\end{align*}
\]  

(1.2)

In this example, constraint propagation makes it possible to reduce drastically the definition domain of the different variables. In some cases, we can see that this process can lead to a unique variable assignment, which is a solution satisfying the constraint system. This is one of the major interests of constraints: their interaction specifies \textit{a priori} a reduced definition domain for each variable, which simply means that no value can be chosen outside it. This characteristic illustrates how constraints can be active: they are applied \textit{a priori}, before doing any processing (Van Hentenryck, 1989). This is another major interest in constraint programming: the classical strategy in imperative programming consists in enumerating the possible values to assign before verifying their properties. This process correspond to the generate-and-test strategy. In constraint programming, active constraints as presented above make it possible to apply property verification before gen-
erating a value. Many other kinds of constraints can be stipulated, such as ordering, equality, arithmetic, etc.

To summarise, constraints are especially useful in two respects: information representation and control over the processes. In particular, they propose a direct way to represent partial information. Moreover constraint satisfaction being monotonic, all the different constraints are at the same level in the sense that they can be evaluated independently. Finally, constraint propagation provides an efficient way to control the processes by reducing the search space \textit{a priori}. These different characteristics, plus the fact that there is a large variety of constraint types, make this approach well adapted to language processing.

1.3 Constraints, linguistics and parsing

As said above, unification in linguistics opened the door to the introduction of constraints both for representing information (most linguistic theories now use this notion), but also in terms of computing: logic programming and the implementation of unification by means of an equation system constituted an adequate paradigm in which unification was considered as an active constraint. Both from theoretical and computational reasons, unification progressively gave the floor to constraints. This shift from unification to constraints in linguistics has been detailed by Pollard (1996). In this presentation, Carl Pollard identified the main properties shared by Constraint-Based Grammars (hereafter CBG), founding a new theoretical paradigm. We highlight in the following some of them:

\begin{itemize}
  \item \textbf{Expressivity}: \textit{“The language in which the grammatical theory is expressed does not impose constraints on the theory; it is the theory that imposes the constraints.”}

  This property is directly related to what is called declarativity in programming: statements in the theory should not describe mechanisms on how to build the structure, but have to be linguistically motivated. For example, the description of how feature values are propagated or the kind of trees that are considered as valid should not belong to the theory. Theory and formalisms should be clearly distinguished.

  \item \textbf{Empirical Adequacy}: \textit{“First write constraints that get the facts right, and worry later about which constraints are axioms and which are theorems. There are no deep principles.”}
\end{itemize}
In many cases in linguistics, facts require some axioms or principles that cannot be necessarily deduced or proved from anything else. What a linguistic theory should do is to describe as many facts as possible, even though axioms instead of theorems are required.

- **Locality**: “Constraints are local in the sense that whether or not they are satisfied by a candidate structure is determined solely by that structure, without reference to other structures.”

  This property means that constraints have to be evaluated independently from other considerations. In other words, constraints need to be stipulated for themselves, without being part of an operational architecture.

- **Psycholinguistic Responsibility**: “Linguistic theories must be capable of interfacing with plausible cognitive models.”

  In many cases, linguistic theories have been elaborated independently from the object they study - language- and its use by human subjects. Such theories became abstract formal objects. We will see that constraints can play an important role in the elaboration of cognitively grounded theories in the sense that they can represent linguistically motivated operations and they can be evaluated independently. In other words, their role can be observed in human language processing.

- **Radical Non-autonomy**: “The grammar consists of assertions that mutually constrain several different domains. Some of these constraints may apply only to one domain. But typically, constraints are interface constraints.”

  In this interpretation, the grammar is a set of constraints, whatever the domain (morphology, syntax, phonology, prosody, etc.). All domains are independent in the sense that none of them is the result of the transformation of another. Parsing results then from constraint interaction.

Another important view bringing a broader theoretical perspective to constraints in linguistics is the distinction made by Geoffrey Pullum between *Generative-Enumerative Syntax* (hereafter GES) and *Model-Theoretic Syntax* (hereafter MTS) (Pullum and Scholz, 2001); (Pullum, 2007). In this work, Pullum underlines some of the main properties of generative approaches that make them problematic when adopting a broad perspective

---

1 See chapter 3 in this volume for a more precise presentation of MTS.
such as the one proposed by Pollard. One of these properties is the fact that GES relies on the idea that a grammar is a recursive definition of a set, then computably enumerable. Language processing relies there on a finite set of primitive elements and a finite set of operations for composing them into larger complex units.

This conception entails a specific relation between language and grammar in which the language is the set of derived strings generated from the grammar by means of derivation. In this perspective, language is recursively enumerable, which as a side effect means that we cannot say anything about elements that does not belong to the set. In GES, parsing consists then in finding a derivation which makes it possible to build a tree. This approach is holistic in the sense that the entire system is required for finding a derivation: no GES rule can be evaluated in itself, but is just a step in the derivation process.

On the opposite, a grammar in MTS does not recursively define a set of expressions: it merely states necessary conditions on the syntactic structure of expressions. The goal in MTS is to find an interpretation of grammatical information (not building a structure) or, in other words, to describe the characteristics of an input (not associating it with a structure). A MTS grammar is a set of independent assertions (formulas). Grammatical statements are here constraints on categories and a model is a set of categories satisfying the grammatical constraints.

Pollard’s and Pullum’s papers propose a new perspective for linguistic theories in which description of linguistic facts occupies a central position in the architecture. Instead of describing how to build a structure compatible with the observations, the question is to describe the facts thanks to grammatical statements that are satisfied by their description. In this theoretical framework, constraints are the grammatical statements and parsing, as described in the following sections, relies then on constraint satisfaction.

1.3.1 CONSTRAINTS ON TREES: ACTIVE CONSTRAINTS AND PARSING

Denys Duchier in several works with different colleagues has explored the question of constraints on trees, their representation and their implementation into a constraint satisfaction problem (Duchier and Thater, 1999; Duchier, 2000; Duchier and Debusmann, 2001). He proposed in particular a specification of dominance constraints with set operators, with the following
abstract syntax (adaptation from (Koller and Niehren, 2002)):

\[
\varphi ::= X : f(X_1, \ldots, X_n) \mid X \prec^* Y \mid X \perp Y \mid X \neq Y \mid \varphi \cup \varphi' \quad (1.3)
\]

In this representation, the variables \(X\) and \(Y\) denote nodes in a tree. A dominance constraint \(\varphi\) is a conjunction of different constraints shown above: labelling \(X : f(X_1, \ldots, X_n)\), dominance \(X \prec^* Y\), inequality \(X \neq Y\), and disjointedness \(X \perp Y\).

As described by Koller and Niehren (2002): a labelling constraint expresses that \(X\) denotes a node which has the label \(f\) and whose children are denoted by \(X_1, \ldots, X_n\). A dominance constraint \(X \prec^* Y\) expresses that \(X\) denotes a node that is somewhere above (or equal to) the node denoted by \(Y\) in the tree. An inequality constraint expresses that the two variables denote different nodes, and a disjointedness constraint \(X \perp Y\) expresses that neither of the two nodes dominates the other.

The proposal consists then to encode this information in terms of set constraints. At each node, it is possible to identify different regions in the tree with which constraints will be expressed: the node itself, all nodes above, all nodes below, and all nodes to the side (i.e. in disjoint subtrees). These regions are denoted with different variables, respectively: \(Eq_x, Up_x, Down_x, Side_x\):

\[
\text{Other set variables can be defined in terms of set operations, for example:}
\begin{align*}
Eq_{down_x} &= Eq_x \cup Down_x \\
Eq_{up_x} &= Eq_x \cup Up_x \\
\end{align*} 
\quad (1.4)
\]

Constraints are then encoded by means of these set variables as in the following:

\[
x \prec^+ y \equiv \begin{cases} 
Eq_{down_y} \subseteq Down_x \\
\land Eq_{up_x} \subseteq Up_y \\
\land Side_x \subseteq Side_y 
\end{cases} 
\quad (1.5)
\]
This constraint stipulates that variables equal or below \( y \) are below \( x \), variables equal or above \( x \) are above \( y \), and variables disjoint from \( x \) are also disjoint from \( y \). All other types of constraints on trees can be encoded as constraints on finite set in the same manner. Parsing becomes then a constraint satisfaction problem. Finding a parse consists in finding an assignment of the different variables that satisfies these constraints.

This approach of constraints applied to trees makes it clear that parsing can be seen as a constraint satisfaction problem. In this proposal, the approach can be applied to simple phrase-structure grammars and has also been proposed for dependency grammars.

1.3.2 GPSG: THE SEPARATION OF INFORMATION

GPSG (Gazdar et al., 1985) was the first theory that proposed to distinguish different types of information, encoded implicitly in a tree: dominance and linearity. Dominance is encoded in GPSG with immediate dominance rules (or ID rules) and linearity with linear precedence statements (LP rules). The following example proposes a partial description of the NP in French:

\[
\begin{align*}
NP & \rightarrow_{id} N; Det; \{AP; PP\} \\
Det & \prec \star; N \prec PP; AP \prec PP
\end{align*}
\] (1.6)

The ID-rule indicates the possible constituents of the NP, two of them being mandatory (Det and N), the others compulsory. The LP rules specify the different possible positions of the constituents in a well-formed structure. Both types of rules make it possible to generate the set of well-formed trees. In this interpretation, ID-rules define the domain, which is the set of all possible trees, and LP-rules act as constraints on this domain, restricting the space of possible solutions to the set of trees satisfying the LP constraints. This is then a typical application of constraints, playing the role of a filtering device.

Moreover, GPSG was also one of the first theories to propose an intensive use of feature structures, enabling to encode precise relations between categories and features. GPSG was then a pioneer theory in bringing the unification process into the description of well-formedness. This was done thanks to different principles, propagating feature values through the tree nodes, but also with a specific mechanism called feature co-occurrence restriction (FCR, see also (Petersen and Kilbury, 2009)), as illustrated in the following example:

\[
[+INV] \supset [+AUX, FIN]
\] (1.7)
This FCR stipulates that if a verb occurs initially in a sentence containing a subject (feature [+INV]), then this verb must be a finite auxiliary. FCRs offer the possibility to stipulate a new type of constraints. Unlike constraints on the tree structure as shown above, these constraints enables to specify relations at a fine level, directly between feature values, which is one of the basis of lexicalist approaches.

These two major innovations, ID/LP representation and constraints on feature values, are of deep importance in linguistic theory: they help in understanding what kind of information is used during the derivation process. Applying a phrase-structure rule comes then to apply a complex mechanism, relying on complex and heterogeneous information. And this kind of information (in particular LP statements and FCRs) typically acts as constraints on the structure. A constraint-based approach to GPSG parsing (see (Blache, 1992)) can then be seen as generating the set of possible trees and reducing this domain by applying the different constraints.

1.3.3 HPSG: THE NOTION OF SATISFACTION

The idea of considering parsing as a constraint satisfaction problem appeared only after constraints were introduced in linguistic theories. This question has been explored from the first-order logic point of view by John-son (1988, 1994) that describes how “grammaticality of an utterance corresponds to the satisfiability of a set of constraints, and ungrammaticality or ill-formedness corresponds to the unsatisfiability of that set”. This is exactly what has been applied in the theoretical elaboration of HPSG (Pollard and Sag, 1994; Sag et al., 2003).

HPSG pushed one step forward the ideas of GPSG in abandoning the notion of derivation rule and representing all information and syntactic relations by means of feature value propagation. Some schema indicate the general hierarchical syntactic structure (which more or less corresponds to abstract trees) starting from which all constraints can be applied. More precisely, information being encoded by means of feature structures (hereafter FS), constraints are stipulated in terms of partial FS, each encoding a specific information. Such partial FSs are called descriptions and stipulate different kinds of information such as agreement, restrictions, propagation by means of structure sharing, etc.

Description application follows the attribute-value logic described by Carpenter (1992). AV-logic proposes a formal definition of feature structures together with a description language: in this language, well-formed formulas are the descriptions. All descriptions specify a particular proper-
ties of features structures. A description corresponds then to a constraint on feature structures. A satisfaction relation is then applied between feature structures and descriptions. From an operational point of view, a description implements specific relations between feature values (such as lexical restrictions) as well as syntactic principles.

**Description Relations:** In addition to the classical logical connectives $\lor$ and $\land$, AV-logic introduces four relations noted as $\delta$, $\doteq$, $\pi$, and $@$. They can be described as follow:

- $\delta (f, q)$: feature value function, expresses the value from the node $q$ following the path $f$.
- $F@\pi$: expresses the value of the feature structure $F$ at the path $\pi$.
- $\pi_1 \doteq \pi_2$: means that the value of the object got by following the path $\pi_1$ is token identical to the object got by following the path $\pi_2$.
- $\pi : \phi$: means that the value at the path $\pi$ satisfies the description $\phi$.

**Satisfaction** The following properties are not a complete definition of satisfaction relation but the interpretation of the previous relations:

- $F \models \pi : \phi$ if $F@\pi \models \pi$
- $F \models \pi_1 \doteq \pi_2$ if $\delta (\pi_1, q) = \delta (\pi_2, q)$
- $F \models \phi \land \psi$ if $F \models \phi$ and $F \models \psi$
- $F \models \phi \lor \psi$ if $F \models \phi$ or $F \models \psi$

Figure 1.1 illustrates this satisfaction relation. In this case, the feature structure $F$ satisfies the description:

$$ F \models (\text{Subj} \doteq \text{Pred Agt}) \land (\text{Pred} : \text{John}) $$

Descriptions can be more or less specified according to the described properties: in this example, the description focuses on the predicative structure, but could also involve any other feature. What is important in the HPSG perspective is that all linguistic properties are described in terms of descriptions or, in other words, in terms of constraints on the structure. HPSG still relies on a phrase-structure backbone: very general hierarchical structures are defined by means of ID-schema (which are abstract trees). The constraints are applied on the structures built by combining these schema. In this sense, there is no classical derivation as in other phrase-structure
Figure 1.1: Example of a feature-structure satisfying an input description

approaches (for example GPSG in which ID-rules need to be applied), the structure is directly built thanks to a satisfaction process. We can say that HPSG is then a truly constraint-based theory, in which constraints are not only a filtering device, but the core of the process.

1.3.4 OT: RELAXING CONSTRAINTS

Optimality Theory (Prince and Smolensky, 1993) also occupies a central position in the use of constraints in linguistic theory. More precisely, OT introduced among other things the notion of constraint violation: constraints stipulate any kind of linguistic information, but they all can be violated by some structures.

OT has a specific architecture relying on two steps:

1. Generation (GEN): starting from an input representing an underlying form, generation of all the possible outputs, also called candidates.
2. Evaluation (EVAL): selection of the optimal candidate (the output) thanks to a set of ordered constraints (in some presentations, the set of constraints are considered as a component of the theory, as GEN and EVAL).

\[ \text{input} \downarrow \{ \text{candidate}_1, \text{candidate}_2, \ldots, \text{candidate}_n \} \downarrow \text{output} \]

In OT, the lexicon contains the underlying forms, starting from which GEN generates all candidates. The set of candidates is then filtered (and or-
dered) by evaluating constraints. In OT, constraints are universal: all structures should satisfy them. But at the same time, as said above, they can be violated. Two types of constraints are used: faithfulness and markedness constraints. The first require that the form of the output has to be as close as possible as that of the input. In particular, segments (or constituents) of the input need to have correspondents in the output. Moreover, the output need to keep the linear order of the input segments. Markedness constraints indicate whether the corresponding information is used to mark a variation into a given language (unmarked information being in some sense a default value). Markedness constraints indicate how the structure of the underlying form can be changed (there is then a tension between the two types of constraints). The following table illustrates the two types of constraints in phonology:

<table>
<thead>
<tr>
<th>Markedness</th>
<th>Faithfulness</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONSET: syllables must have an onset</td>
<td>IDENT-IO: the specification of the feature [voiced] of an input segment must be preserved in its output correspondent</td>
</tr>
<tr>
<td>VOICED-CODA: obstruents must not be voiced in syllable coda position</td>
<td></td>
</tr>
</tbody>
</table>

Constraints are ranked by order of importance. In OT (at least in theory) all constraints are universal. The difference between languages is taken into account thanks to different constraint orderings. In the previous example, the constraint ranking for German is the following:

**VOICED-CODA ≫ IDENT-IO**

This ranking explains final devoicing in German (obstruents at the end of a syllable must be devoiced). For the example, the singular form of the word “*Hand*” is pronounced */hant/* while the plural “*Hände*” is pronounced */hände/*. The underlying form of the word (in the lexicon) is */hand/* . Starting from this input, the GEN function generates many different candidates among which */hand/* and */hant/:

\[
\text{GEN(}*/hand/*\text{)} = \{*/hand/*, */hant/*\}
\]

We can see that the form */hant/* satisfies the VOICED-CODA constraint, but violates the IDENT-IO: the input segment */d/, which is voiced, is realised as */t/ in the candidate form. The satisfaction and violation of the constraints can be summarised in a table:

<table>
<thead>
<tr>
<th>Input :</th>
<th>/bɛd/</th>
<th>VOICED-CODA</th>
<th>IDENT-IO</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) /hant/</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>(b) /hand/</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>